	
	0



	     
	39






Table of Contents

Introduction
· Statement of Purpose						2

Literature Review							8
Project Overview							24			
· Curriculum Theory						24
· Learning Theories and Practices				25
· Participatory Design and Prototype				28
· Benefits of Project						30
· Goals and Objectives						31
· Evaluations							32
· Methods of Evaluation					33
· Samples of Survey Questionnaires				34
· Timetable							39

Conclusion								40
References								42




Developing an Augmented Reality Prototype and the Foundational Design Framework for Neurocheck Assessment Application

 Patient assessments are a critical part of the curriculum for students at nursing colleges. One particular assessment, called a Neurocheck assessment, is a fundamental component to identifying critical neurological symptoms of a patient. In a classroom setting, Neurochecks are performed in a clinical simulation lab environment to prepare students for interaction with real patients in clinicals.  Nursing students act out a case study with a simulation manikin in an environment designed to resemble a ward setting (such as a hospital). A simulation manikin is a human-shaped model, designed to resemble a realistic patient. Manikins provide healthcare professionals opportunities to practice procedures and diagnostic methods; this hands-on experience limits the risk of harm to actual patients (Texas State, (n.a.)). 	Comment by Nicola Marae Allain, Ph. D.: define manikin
The technical capabilities of manikins created for nursing practice range in technical capabilities. In more expensive and advanced models, nursing simulation manikins can be programmed by an accompanying computer program to simulate realistic patient experiences. Manikins may breathe, have a pulse and heartbeat, and show realistic vital signs. Manikins may also respond to medications and anesthesia. They may also simulate injury and trauma. Some models may be able to speak (through a microphone in the mouth). A manikin that offers a full-range of patient symptoms and technical capabilities is referred to as being high-fidelity. The term fidelity in a simulation context refers to the correlation between programmed input and the return of output displayed by the manikin (Mushni MD, F., Lababidi MD, H., (2015)). Typically, not all manikins in a nursing clinical environment are high-fidelity. High-fidelity manikins can be expensive to purchase and often require simulation lab specialists to run the simulations. Institutions may use a mix of low-fidelity or mid-fidelity manikins. Low-fidelity and mid-fidelity manikins are not computer programmable (or have limited input options) and will not have the level of output displayed by high-fidelity models. Both low and high-fidelity manikins do not display realistic neurological conditions. The faces are rigid and fixed, often made of hard material such as plastic or rubber. This limitation creates a gap between symptoms presented during a manikin-aided neurocheck simulation and realistic neurological symptoms a registered nurse could experience with an actual patient. Augmented Reality (AR) can help bridge the technical limitations of simulation manikins and provide a more realistic neurological assessment experience. In this proposal, a final project for a foundational design study and a digital Augmented Reality Neurocheck application prototype, AR Neuro Simulator, is discussed and proposed.

Statement of Purpose
Nursing students (at the associate degree level) are expected to acquire and implement critical thinking capabilities and nursing skills (American Nurse Today, (2011)). Nursing educators rely on two main methods of learning environments to teach students the necessary skills to achieve their nursing licenses: A clinical – real hospital/care facility in which students assess real patients under the observation of their nursing instructor; and simulated environments in which students interact with a myriad of simulation manikins that are programmed with certain levels of fidelity. Limitations due to ethical concerns, time constraints and patient availability can limit the types of clinical activity available to students in ward settings. High Fidelity Patient Simulation (HPS) refers to the use of computerized manikins that simulate real-life scenarios (American Nurse Today, (2011)). HPS provides a safe learning environment that promotes skill acquisition, aids in development of critical judgment, and teaches students complex situations with life-like examples. HPS is an interactive learning environment. Many nursing students report that HPS increases their confidence and helps ease anxiety in patient-care situations (American Nurse Today, (2011)). However, there are limitations in the capabilities of HPS manikins. HPS manikins lack fine motor skills and other features such as changes in complexion, pupil dilation, partial paralysis, etc. (American Nurse Today, (2011)). Real-life Neurocheck assessments require recognition of neurological symptoms in patients in order to evaluate critical next steps in patient care. Students are often left to pretend they have witnessed these symptoms through cues provided by the instructor during simulation. Although a clinical environment may offer an opportunity to witness these symptoms in a real patient, the types of patients available during clinical hours are unpredictable. Neurocheck assessments are mandatory for all nursing students and as such, nursing students should have the opportunity to witness realistic renderings of these symptoms during their simulated assessments. 	Comment by Nicola Marae Allain, Ph. D.: How can you state that ethics is an obstacle? Ethics should be foundational to medical practice, and are critically important. Perhaps use the term “concerns” or state something like: “limitations due to ethical concerns, time constraints  and patient availability can affect types of clinical activity…”
Augmented Reality (AR) has been declared as “one of the biggest technology trends right now” (The Franklin Institute, (N.A.), par. 1). AR renders digital augmentations on real-world environments. Augmentations are viewable through a computer device such as a tablet, mobile phone, or headset (such as Microsoft HoloLens™). The ability to use tablets and mobile devices as AR rendering devices allows for ease of accessibility and implementation into a myriad of training and learning environments. Nursing offers a plethora of opportunities for digital augmentation in training. Augmented Reality can be customized to specific environments. For AR to aid in these learning environments, there are fundamental practices and steps that are followed to implement AR affectively. In the context of this project, these steps include observing the learning environment by understanding how nursing students interact with nursing manikins. Insight can be gained by evaluating how students move through the clinical simulation space (i.e. around the patient, the bed, and peer/instructor interaction.) In addition, a traditional Neurocheck assessment should be observed with existing simulation manikin’s capabilities. Evaluating the learning environment will provide important considerations to develop a digital AR Neurocheck application prototype. A digital prototype is an expression of design intent (Babich, N., (2017), par. 2). A digital prototype assists designers with presenting design concepts and simulating the interaction between the user and the application’s interface. Digital prototypes are used to test designs and product ideas before spending significant time and expense on computer programming. A digital prototype can be easily modified and duplicated to present multiple iterations of a concept. This flexibility ensures that a concept is completely thought through and tested before programming and implementing a final product (Babich, N., (2017), par. 3). 
	This project will be developed in collaboration with instructors and nursing students at the State University of New York (SUNY) Ulster Community College (UCCC) Nursing College in Stone Ridge, NY.  An IRB has been approved by SUNY Empire. A copy of the IRB approval has been received and approved by SUNY Ulster’s Administration. Components of this project will include a learning environment assessment and the review of curriculum standards for Neurocheck assessments. Conclusions of these observations will aid in the development of a digital prototype to be referred to as AR Neuro Simulator. The digital prototype will serve as a concept of design for the interface and components of the application and will include the following components: An interactive interface developed using digital prototyping software, Proto.io. Using 3D modeling software, Reallusion, an animated 3D model of the manikins face will be developed to simulate neurological conditions. The animations will be recorded as video files and embedded into the interactive interface to simulate the AR experience.  In addition, the interface design will incorporate a concept for a formal assessment tool for instructors to gauge students’ ability to learn using Augmented Reality simulations. 
This prototype will have two separate interfaces: a student frontend and an instructor backend. The student frontend will be demonstrated to student participants. This demonstration will show students how they would conceptually use AR Neuro Simulator while in the nursing simulation lab. Students will be shown during the demonstration how the AR simulates neurological conditions, the sequencing of the interface, and the AR experience. Furthermore, in the demonstration they will view an assessment feature – a report component that is submitted to the instructor at the conclusion of the simulation. Instructors will have a separate demonstration and will be shown the Instructor backend interface. The Instructor backend interface includes concepts for administrative and control features. These features are used for controlling the simulation experiences in the student frontend. The Instructor demonstration will show instructors how they can assign case-studies to the students (customizing the learning experience for each class). They will also view a proof of concept for formal assessments (report component discussed in student frontend). This formal assessment can be used to evaluate their students’ learning abilities using AR. Both the student and instructor interfaces will demonstrate how Augmented Reality for neurological conditions contributes to a discovery learning environment that can enhance simulated learning. 	Comment by Nicola Marae Allain, Ph. D.: Sentence too long without proper clauses - needs commas or rewriting

The prototype demonstration is part of the design study. This study aims to capture the opinions and feedback of student and instructor participants of their perceptions of the application and the use of AR. During the demonstrations, informal discussions will be encouraged. Discussions can assist participants in understanding the technology and help assess issues in the design in real-time. At the conclusion of the demonstration there will be a formal evaluation in the form of a qualitative survey questionnaire. Two different questionnaires will be given to instructors and students. Data collected from these surveys will be considered for design iterations and changes prior to the software development of AR Neuro Simulator. Results of both surveys will also aid in learning design considerations. Issues discovered during the demonstration, along with feedback provided by instructors and students will be evaluated to close any noted gaps in curriculum needs or learning methods. Iterations will made to the design before implementing the application into the clinical simulation lab environment.  
I have worked in design and technology fields over the last decade. This experience provides me the skillset needed to build the prototype and the corresponding components. I will merge my technical skills with my acquired knowledge of educational methodologies and pedagogies developed during my time within the MALET program. The blending of these skill sets provides a strong foundation of expertise to complete this project from conception to completion. I have the confidence to work with subject matter experts at SUNY Ulster to bring a well-planned and designed AR Neurocheck application to fruition; melding emerging technologies and learning methodologies together in an impactful way.

Augmented Reality (AR) Technology Design and Implementation in Nursing School Environments: A Literature Review

Overview
	Medical institutions are implementing Augmented Reality solutions into their training environments. These institutions utilize innovative tools for sophisticated solutions to complex problems. Within this literature review, I aim to explore healthcare environments that are using Augmented Reality (AR) and identify how AR is enhancing the curriculum, what strategies have been taken for implementation, learning methodology considerations for interactive tools, and strategies used for developing an AR application within a simulation environment. 

Method
	There are similarities between AR technology being used for both nursing and medical institutions. This literature review consists of research and articles pursuant to both. Literature reviewed on manikins and emerging technologies (such as AR) contain the term health services which may contain a reference to either of these institutions. Research was focused primarily on years ranging from 2010 to present. International research was also considered since Augmented Reality is a global initiative that spans across several renowned international medical institutions.

Review
Current State of Nursing School Clinical Learning Environments (CLE)
A significant portion of nursing education curriculum consists of clinical time (D’Souza, M., Karada, S., Parahoo, K., Venkatesaperumal, R., (2015)). Clinical time is time spent in a hospital or another ward setting (such as a nursing home) and allows students time to interact with real patients. The clinical learning environment (CLE) is considered to be an interactive learning environment. The CLE is comprised of a network of interaction for the student such as the hospital staff, the patient, the preceptor and the nurse educator – all whom influence the clinical learning outcome (D’Souza, et. al., (2015)). CLEs should prepare students and help take the “shock” out of the ward environment. The experience should ready students to work in a ward setting once they become registered nurses (RNs), and acclimate future nurses to the environment and the culture. 
	Students describe clinical environments as “anxiety provoking, fearful, and vulnerable” (D’Souza M., et. al, (2015), p. 834). In one research study conducted by Omani Nursing School in Northern Ireland, they found that important parts of clinical learning were mentorship, a supportive atmosphere, peer support, and meaningful learning situations with feedback, personal relations, and support 	(D’Souza M., et. al, (2015), p. 835). In most nursing institutions the students’ curriculum contains a mix of clinical time and lab time. Labs are often a simulation lab environment with simulation manikins (Aktas, Y., Karabulut, N., (2015)). Both environments have the overall goal of readying and exposing students to a wide range of patient care scenarios that require critical thinking, assessment, and skill applications. Nursing simulation labs are used as precursors to clinical time spent at hospitals and simulate the clinical experience. Lab time cannot be used in lieu of time spent in a hospital (i.e. ward) setting (American Nurse Today, (2011)). Both time spent in the lab or in the hospital should develop a nursing student’s professional skills, knowledge and critical thinking skills and up the self-confidence of the nursing student. A boost in self-confidence will help the nurse to make confident assessments. A nurse should be able to work independently and depend on their own critical thinking skills to make fast and accurate decisions. (Atkas, Y., (2015).) 
A students’ ambition to achieve within a CLE environment is driven by their academic motivation (Atkas, Y., et. al, (2015)). Academic motivation plays a vital role in overall academic achievement. Academic motivation is not a measurement of the students’ intelligence but a reflection of the learning environment itself. “A student who is not highly motivated is not ready for learning” (Atkas, Y., et. al, (2015), p. 2, par.3). In the survey Turkish Nursing Students’ Perception of Clinical Environment and its Association with Academic Motivation and Clinical Decision Making, the results showed that “clinical educators need to identify creative and meaningful streamline workloads, decrease stress, and promote affective learning strategies” (Atkas, Y., et. al (2015), p.3, par. 5) in order to raise academic motivation in nursing clinical environments. In this study, the nursing students reported that case presentations, individual teaching and training, observation, and nursing processes were all significant contributing factors to the students’ intrinsic motivation. 
	High-fidelity Patient Simulation (HPS) using computerized manikins that simulate real-life scenarios has been attributed to enhancing clinical experiences (American Nurse Today, (2011)). A study conducted at the University of Hawaii at Hilo acquired two HPS manikins and performed a pilot to evaluate students’ clinical experiences in order to understand how the manikins could enhance the clinical environment (American Nurse Today, (2011)). Students reported that after using HPS, they had an increase in confidence and less anxiety in patient care situations (American Nurse Today, (2011), par. 3). HPS technology allowed the faculty to create a realistic clinical setting and that when various clinical situations are presented, students are enriched with a wide range of learning experiences based on their identified learning needs (American Nurse Today, (2011), par. 3). High-fidelity Patient Simulation may help the novice nurse become an expert nurse while fostering a commitment to life-long learning (American Nurse Today, (2011), par. 4). 
	
Nursing Student’s Opinions on Technologies in the Classroom 
Academic motivation is an intrinsic motivator and important role in academic achievement in a clinical learning environment. Technologies such as HPS manikins can be attributed to increasing academic motivation and enhancing the nurses’ skills when working in the CLE. As such, it’s important to understand how nursing students feel about general use of technologies within the learning environment. In the infographic, The What and Why of Technology Use by Today’s Nursing Students (Wolters Kluwer, (2016)), 82.9 percent of nursing students reported that the use of technology enhances their learning (e.g. adaptive technologies that can pin-point their strengths and weaknesses). Nursing students are enthusiastic about technology that increases active engagement and content knowledge (Lippincott Nursing Education, (2017)). However, there are still hurdles when it comes to implementing such technologies into the classroom. Faculty within these institutions are often slow to adopt and implement technologies into their classrooms, often leery of diverting from traditional classroom lectures and clinical environments. Instructors may be concerned that uses of these technologies could affect evaluations and in turn their own professional reputation (Lippincott Nursing Education, (2017)). However, faculty are also motivated to implement technologies into clinical simulations – recognizing the potential of technologies to assist in identifying students who pose a high-risk earlier on in their education; limiting the institutions liability in a possible incident while in the CLE. (Lippincott Nursing Education, (2017)).
Augmented (e.g. Mixed Reality) In Nursing Schools
	Augmented Reality (AR) (e.g. Mixed Reality (MR)), is an enhanced version of reality created with the use of technology (ARISE (n.a.)). This enhanced reality is rendered using sounds, images, and videos that are overlaid into a physical and tangible environment using a tablet, mobile device, or headset. In 2014, a group known as ACT of Healthcare (Advancing Careers and Training for Healthcare) was formed in collaboration with sixteen Wisconsin Technical Colleges with the purpose of incorporating technology into program design and delivery (ARISE (n.a.)). They compiled an open source library with one hundred and fifty AR simulated learning experiences to be used in various healthcare disciplines such as: Nursing, respiratory therapy, medical assistants, and EMT-Paramedic training. This project is known as the ARISE project (ARISE, (n.a.)). ARISE utilized an AR rendering software known as ARIS – an open source platform developed by a faculty member at the University of Wisconsin in Madison. The ARIS app is limited to an IOS platform, limiting the AR components of the library to only iPad devices. Although the AR experiences are limited to IOS, the overall capabilities of the AR experience is robust. Using an iPad, nursing students can scan QR codes located on the manikins. AR Renders include physical ailments on the manikins such as bruising, abrasions, etc. (ARISE, (n.a.)). 
	Additional reviews published on AR in education identified that AR enhances learners’ outcomes, pedagogical processes and interactions amongst peer relationships and peer-students relationships, and the overall relationship with the material. AR can support learning on the physical, cognitive, and social dimensions – and raises the entire level of engagement of the curriculum (Yuliono, T., (2018)). As an emerging technology, AR has limitations. Physical limitations can occur when wearing headsets or using a display. The AR renderings are limited to a partial field of vision – limiting the scope of view. This can limit the capabilities of the device and cause frustrations amongst its users (Lass, W., (2015)). AR in some scenarios may provide too much information. Users can become fixated and over reliant on the AR renderings, possibly missing additional important information in the surrounding environment (Bonsor, K., (2016)). A fine line exists between AR distracting from or enhancing the learning environment. 	Comment by Nicola Marae Allain, Ph. D.: saying “limitation can limit” is redundant

Learning Theories and Methodologies for Immersive Technologies 
	HPS and AR are considered immersive technologies with an overall objective of enhancing and expanding on the learning environment. Simulations, whether HPS or AR, create an environment that is well-fitted for exploratory and discovery learning (Njoo, M., De Jong, T., (1993)). Discovery learning is an inquiry-based, constructivist learning theory that takes place in problem solving situations, dependent on the learner drawing on past experiences and knowledge to discover new knowledge and skills (Bruner, J., (2017)). Participants within a discovery learning environment interact with the world by exploring and manipulating objects, evaluating questions and controversies, and in some instances performing experiments. The result of this is that students may be more likely to remember concepts and knowledge that is discovered on their own. Simulation-based learning and case-based learning are examples of this style of learning (Bruner, J., (2017)). Constructivist learning theory is put into practice by following seven constructivist principles of instructional design, which can be used as design guidelines for an overall learning environment. (Kirkley, S., Kirkley, J., (2005) p. 44, par. 3.) These principles include: 1. Anchor all learning activities to a larger problem. 2. Design an authentic task. 3. Design the learning environment to reflect the complexity of the environment in which the learner should be able to function at the end of learning. 4. Support the learner in developing ownership of the overall problem. 5. Design the learning environment to support and challenge the learner’s thinking. 6. Encourage testing ideas against alternative views and alternative contexts. And lastly 7. Provide opportunity for and support reflection on both the content learned and the learning processes. (Kirkley, S., Kirkley, J., (2005) p. 44, par. 3.) New technologies can fit this methodology but technology should be used to support the goals of learning based on the theoretical framework and design principles. When using a constructivist theory, the use of technologies should provide an environment that has purposeful interactions with the environment including an authentic context, content, and activities that are a meaningful to the learner (Kirkley, S., Kirkley, J., (2005) p. 45, par. 1.). Mixed Reality (MR) technologies allow for complex and authentic interactions with the ability to embed learning and training experiences into the real world. Educators are excited about the prospects of these capabilities for designing innovative learning environments that are more fun, interactive, effective, relevant, and powerful (Kirkley, S., Kirkley, J., (2005)). The biggest challenges designers face is in knowing how to design learning experiences in a way that realizes the promises offered by the technological capabilities. Limitations in knowledge, too quick to implement with too little experience, and little development of instructional methodologies to develop a consistent framework for learning with emerging technologies (such as AR) can lead to failure (Kirkley, S., Kirkley, J., (2005)). Existing instructional methodologies may not adequately address how to design and deliver learning in the context of AR or how to move seamlessly between these modalities and the traditional technologies within the same instructional environment (Kirkley, S., Kirkley, J., (2005)). Development of affective learning strategies for AR requires using, adapting, and envisioning models of instructional design that are flexible, adaptive and based on innovative instructional design techniques (Kirkley, S., Kirkley, J., (2005)). AR is a learner-centered approach to learning. Adapting AR to the learner means that users’ needs and goals will drive the design rather than a traditional design process. From an instructional design perspective, this requires not only developing new methods of training but also using innovative development processes such as rapid prototyping and participatory design (Kirkley, S., Kirkley, J., (2005), p.49, par 2).

Framework for Educational Augmented Reality (AR) Development
	User Design and Prototyping for an AR application for educational environments has important components that must be considered. AR is a new emerging technology and as such the Standards of Practice (SOP) are still widely being explored and developed. AR is a multifaceted, multimodal technology that is developed around the users’ needs and the environment. Designers should understand what learning pedagogy AR is being developed for and how this contributes to a discovery environment. Some institutions have found success using the SAMR framework model for designing an AR learning strategy. SAMR framework, developed by Dr. Ruben Puedentura (Fastiggi, W., (n.a.)) identifies four levels of education technology adoption:substitution, augmentation, modification, and redefinition. These four components of the framework guide design by posing the following rules: Redefinition: Technology allows for the creation of new tasks, previously inconceivable. Modification: Stipulates that technology allows for the significant task redesign. Augmentation: Technology acts as a direct substitute, with functional improvement. Substitution: Concludes that technology acts as a direct substitute with no functional change (Cochrane, T., Antonczak, L., (2015)). 
	Because of the newness of Augmented Reality for educational uses, there are limitations in available resources to guide designers in implementation (Cochrane, T., Antonczak, L., (2015)). As such, designers are left to their own devices to build and construct an AR model that fits their learning environment and curriculum. Following the SAMR framework helps designers and educators create AR content that is concentrated on educational needs vs. mass market adoption of AR. Mass market AR strategies may not meet the needs of education and are more novelty based (Cochrane, T., Antonczak, L., (2015)). 

 Limitations of Augmented Reality Technology and Technical Issues
Augmented Reality is not without limitations, which should be understood in order to design an AR solution that has the best user experience outcome. AR falls into two categories: Geo-based and Computer-vision based (Moto, J.M., (2016)).  Geo-based is difficult to render in indoor spaces due to limitations with connectivity indoors. This makes it difficult to create photo and model overlay renders in an indoor setting using Geo-based technology. The more popular approach for educational institutions (classroom settings) are Computer-vision based applications (Moto, J.M., (2016)). These applications can be created using a marker-based or marker-less based methods. Marker-based appears to be the more common approach (Moto, J.M., (2016)). Marker-based techniques are more stable compared to marker-less and thus more controllable, allowing for easier rendering of content. However, Marker-less has its own benefits such as being able to reuse previously developed content; whereas content for marker-based AR would need to be developed to fit the marker (Moto, J.M., (2016)). Designers should consider which recognition system meets the educational environments’ needs and resources when designing a new AR application for that specific environment (Moto, J.M., (2016)). 
AR has shown in certain educational environments to increase reflective and critical reflective skills, showing significant improvement in these skills within controlled groups in AR studies (Ozdamli, F., Hursen C., (2017)). However, some of these studies indicated challenges within the implementation of AR tools. Technology issues included defects in Wi-Fi/server connectivity, issues moving and navigating around the physical space, issues with camera viewers, and marker issues. However, overall the study found that regardless of these technical issues, students and educators both indicated satisfaction and enjoyment utilizing AR for learning. Technical issues can be resolved using forethought to plan ahead by performing preliminary research and prototyping/testing before implementing AR into the live classroom setting. In addition, upgrading equipment should also be considered to achieve desired results (i.e. better routers, mobile devices, etc.) (Ozdamli, F., et. al, (2017).) 
Some issues have also been encountered within medical training environments while using AR. In one case, an AR application for Neurosurgery ran into some technical issues during simulation. AR technology is applied and currently used for training simulations of neurosurgery residents and surgeons (Tagaytayan, R., Kelemen, A., Sik-Lanyi, (2018)). Issues with alignment and accuracy has been a concern when running these simulations. AR is used to align tracking, imaging, and user input devices with real user surroundings/scenes within the neurosurgery environment (Tagaytayan, R., Kelemen, A., Sik-Lanyi, (2018)). These AR simulations use markers for alignment and calibration. Surgery is a highly technical field that requires intricate coordination of spatial-visual tasks (Tagaytayan, R., et. al, (2018)).  A Virtual Interactive Presences and Augmented Reality Platform (also known as VIPAR) was designed specifically for neurosurgeons during live surgery and for simulations. VIPAR incurred issues calibrating properly in a simulation environment. During simulations, the markers used for augmentation renderings were not calibrating correctly with other equipment in the simulation. This made it difficult to simulate an accurate replication of surgical procedures (Tagaytayan, R., et. al, (2018)).  Technology that interacts with complex environments are bound to encounter technical limitations. The discovery of these technical issues is still a process of trial and error. Those that are using AR in simulation environments still view AR technology as impactful in the way clinicians provide patient care (Tagaytayan, R., et. al, (2018)). It’s believed that continued development in the AR field will help overcome technical issues and provide solutions (Tagaytayan, R., et. al, (2018)). 

Creating a Prototype for Augmented Reality Applications
Digital prototyping for Augmented Reality is its own process that is still be explored and developed. Currently, AR prototyping must borrow methods of development and implementation from other interactive media prototypes, such as VR and mobile app design. It should be noted that AR prototyping has unique characteristics that should be applied and considered for AR prototype development. Since AR is not the creation of an environment but the augmentation of a real-world environment, the environment that AR exists within and the interactivity of the user within that environment needs to be considered and demonstrated in the prototype. Stagnant wireframes and concept maps are not as affective in AR design. An enhanced approach should be taken in order to create prototypes that reflect the multiple levels of modality and interactivity that are part of an Augmented Reality experience (Olarnyk, A., (2018)). AR prototype’s interactivity expands beyond just buttons and menu options and into a multimodal experience of touch, sound, visual, input/output and feedback. Prototype design should incorporate multiple levels of modality to show how the application will be experienced by its user (Olarnyk, A., (2018)). In addition, accessibility issues should also be considered. The prototype may incorporate other components such as voice recognition, auto-text completion, etc. (if able to do so) to aid those with disabilities (Olarnyk, A., (2018)). 
	Augmented Reality uses the world around us to represent information – therefore it’s imperative to consider the boundaries of the environment and different levels of interaction within the environment (Olarnyk, A., (2018)). This is known as the Social Sphere of Interactivity. 
[image: ]
Figure 1: Social Sphere of Interactivity (WebHamster)

Layers of the Social Sphere of Interactivity are explored prior to the development of the digital prototype. The sphere helps to depict and determine the various layers within an environment and these environment layers’ interactions with the application. It can also be used to identify how these different layers interact and influence each other (Olarnyk, A., (2018)). AR prototypes are designed in a similar fashion to films, using scenes and storyboards to show sequencing. Scenes are used to help explain what the user is experiencing in that instance. These scenes are called “Reality Sequencing” and take into account not only user flow but also the components of modality for each scene (Olarnyk, A., (2018)). 
Google’s Augmented Reality Developers designed a framework for AR design called The Five Pillars of Design (Google I/O, (2018)). These pillars provide a framework for AR design that designers can follow in order to develop affective prototypes to demonstrate their AR approach. First, designers should consider the environment (i.e. the Social Sphere of Interactivity). The environment is defined as surfaces available and environmental adaption. Designers should consider how the user is experiencing and using the Augmented Reality within it. Next, designers should plan for and consider the user’s movement within the physical space. Considerations include what the space looks like and how much space is afforded to the user in using the app. Designers should also make clear and concise instructions for use and allow the application to be accessible and easy to navigate so that users know how to interact with the Augmented Reality without extensive instruction. Lastly, the user interface should be considered and designed for natural object interactions. Users should understand how the augmented objects actually fit into the real-world environment to be an authentic experience. The AR user interface design should be a balance between on-screen functions and volumetric interface (the 3D space the object is rendered in) (Google I/O, (2018)). 

User Research through Surveys
 	Design researchers often collect feedback in the form of questionnaire surveys in order to capture the users’ perspective of their experience during prototype testing. There are several important design considerations that should be implemented into the structuring of survey questions. Qualitative surveys are a good approach when trying to understand data that can’t be quantified, like emotions, opinions, and written feedback. Qualitative surveys are exploratory and include questions that focus on the “why” and “how” (Alford, H., (2011)). Close-ended questions statistically garnish the highest response, although issues in truthfulness can occur if a participant gets lazy with their response selection. Closed-ended questions may make the question clearer to a participant and help guide them to a relative answer. However, close-ended questions can lack important exploratory components of qualitative surveys. This may result in a participant choosing the closest representation of their position and not their actual stance. Open-ended questions allow for participants to write their response. This format does require a greater level of participation and may be inconvenient. This may result in open-ended questions being skipped. Researchers find that a blend between the two styles may be used to provide an equilibrium and offer the opportunity to explain selections in close-ended questions (Alford, H., (2011)). It is recommended that questions avoid use of technical language, jargon, and abbreviations (unless definitions are provided to participants). Questions should be straight forward and to the point. For community college level students, language should be kept to the fifth grade reading level or lower. Questions should also avoid emotional, leading and evocative language such as the term failed (Harvard University, (n.a.)). Evaluations of prototype/concept design is an integral part of the ADDIE Instructional Design process and should be performed at the conclusion of each phase of the ADDIE process (InstructionalDesign.Org, (n.a.)). 

Conclusion
	Augmented Reality is an emerging technology that is being pioneered in the healthcare industry. Nursing schools are an excellent place to pilot AR technology because clinical labs using HPS are simulated learning/discovery learning environments. AR used in similar environments at other learning institutions have noted positive experiences of its use for both instructors and students. AR does not replace reality with a new environment but enhances the environment that it exists within. It is important to consider the learning environment, type of students and their technical capabilities, and learning objectives in order to develop an AR approach that contributes to learning. Ultimately, AR should enhance the learning experience for students and provide an opportunity that would be otherwise inconceivable to achieve without it. The experience should be authentic and simulate the real-world scenarios closely. Augmented Reality in educational environments is still preliminary. Therefore, designers should take the time to understand each learning environment individually and develop processes customized to each particular environment and students’ needs. Projects (such as ARISE) have shown AR simulations to be beneficial in nursing school environments. ARISE’s open-source content (such as teaching plans and videos) are a substantial reference in developing customized frameworks and prototypes for further AR design in nursing colleges. AR has technical limitations. Most AR applications run on tablets or mobile phones and depend on wireless connectivity to run. Institutions may be running older operating systems (IOS, Android) on older devices which may interfere with the app’s ability to run correctly and efficiently. The limitations of mobile devices and the complex environments of simulation labs can affect the capabilities of AR technology. Designers and educators alike should understand these limitations and make necessary adaptations to develop and implement a successful AR product. These limitations should also be considered in the prototype design and its functionality. The Five Pillars of AR Design provides a technical framework to develop a well-thought out and designed AR interface that incorporates the considerations of the environment, the end-user, modality and physicality of the user, and the applications’ interface. This framework should be followed for technical development while learning objectives and goals for the AR application should follow the SAMR framework for conceptual development. Feedback from participants’ experience with the prototype is a significant part of a design study (and the ADDIE process) and can help designers understand iterations that need to be incorporated before the final product is developed and implemented into the simulation environment. Qualitative surveys should use a blend of open-ended and close-ended questions that are well written and follow survey Standards of Practice guidelines to gather sufficient and relevant feedback. 










Project Overview

Curriculum Theory
	The Augmented Reality (AR) applications’ user design and accompanying content will incorporate the curriculum for the Neurocheck Assessment Unit, determined by State and Institution requirements. In this project, AR simulates neurological symptoms that reflect what a nursing student would experience with real patients who may have neurological impairments stemming from issues such as traumatic brain injury. AR simulations serve the purpose of enhancing the learning environment with authentic experiences. If affective, AR should help fill gaps in learning between simulation labs and clinical time. Curriculum design and implementation will be incorporated into the prototype design with the guidance from the Nursing Department at SUNY Ulster. Assistance from subject matter experts ensures that AR Neuro Simulator meets Nuerocheck assessment guidelines. Neurochecks are used to assess an individuals’ neurological functionality and level of consciousness in order to determine if a patient is suffering any dysfunction (Nursing Theory, (n.a.)). Neurocheck assessments help nurses to recognize neurological conditions and identify where a patient fits within the level of consciousness scale and assure that individuals aren’t impaired or unresponsive post-surgery or injury. The assessments are performed on those with head or cervical injuries every fifteen minutes, thirty minutes or within the timeframe required (Nursing Theory, (n.a.)). These assessments check for issues such as: level of consciousness (i.e. patients’ level of consciousness, if patient appears lethargic, in a stupor, coma, etc.), pupil dilation, and observation of face symmetry, alertness, and tongue midline. Nurses check patients for speech clarity (slurring, impediments, and incoherence), touch sensitivity, mobility, and grip. AR rendering concepts of pupil dilation, eye movement, facial symmetry, and speech clarity symptoms will be shown as proof of concept in the prototype. AR Neuro Simulator aims to increase students’ awareness and critical assessment skills through use of realistic augmented simulations of neurological symptoms. This experience should prepare students to respond to neurological impairments accurately and quickly.

Learning Theories and Practices 
	Associate level nursing students in their second year (final semester) of the nursing program at SUNY Ulster should have an understanding of how to perform Neurocheck assessments. These students have technical level skills and experience working with HPS and lower-fidelity manikins in labs. Students have also worked with iPads provided by the college. Since labs are simulated environments that use different mediums to run simulations, students are familiar with a MR (mixed reality) environment. These students have worked within a real-ward setting (hospital) with real patients. They have experience interacting and performing tasks on real people (under the supervision of the instructor). It is expected that fourth semester students should have an understanding of social, ethical, and task-oriented requirements and standards to which they must adhere to. A nursing clinical simulation lab is a Situated Learning Environment (Nelson B., (2013)) and should aim to replicate a real hospital/ward setting that is interactive and social. Augmented Reality should be used as a device within a Situated Learning Environment that enhances and contributes to the authenticity of the learning environment. Within a Clinical Simulation Environment, students build on their previous Neurocheck assessments to gain an understanding of the patient’s condition over a timeline. Students are expected to interact with both the patient and their fellow peers to give reports that describe the condition of the patient (improving, declining, and no change). Constructivism/socio-constructivism theories apply to this learning environment and assist in capturing the goals of learning. The Constructivism theory (Piaget, J., (2013)) construes that learning is an act of building, constructing and understanding knowledge based on internal knowledge and beliefs from previous experiences. The social components of the clinical simulation lab environment abridges to Socio-constructivism theory as well (Vygotsky, L.S., (1978), in which we learn by both interacting and receiving tangible feedback from the environment and through social interactions, by which we gain knowledge through other people. These two facets of interaction aids us to build upon previous experiences and gain further insight. These two theories of learning help to conceptualize a learning pedagogy for implementing AR into the simulation environment. Nurses are expected to think critically and apply previous knowledge to new information when conducting assessments. The theories of Piaget and Vygotsky are symbiotic with the skill development needs of the clinical simulation lab. AR supported learning should be developed with the same foundational ideals. Through active use of these two related theories, an Augmented Reality device should aid the student in gaining new insights and information for which they can apply to previous knowledge from reports and assessments in order to make critical decisions in care plans moving forward. Augmented Reality should also be a collaborative tool in which multiple students can access and interact with peers and instructors to discuss observations made during assessments. A simulated nursing clinical environment is a discovery learning environment. This environment expands upon the principles of a situated practice into a deeper version of learning through exploration (Pappas, C., (2014)). This inquiry based method of instruction was developed by Jerome Bruner and is meant to encourage learners to build on past experiences and knowledge through intuition, imagination and creativity (Pappas, C., (2014)). Students working within these environments should be actively seeking answers and solutions by searching for new information, facts, and correlations between old and new knowledge. Students have an active role within their own learning and as such, a discovery learning environment should not be passive. This theory bodes well to the overall goals of curriculum for nursing assessments where students should strive to learn more and trust their own intuition in order to gain confidence in their skills and enhance critical thinking capabilities. Augmented Reality fits into this learning environment by encouraging students to take additional steps in their evaluations by witnessing the augmented conditions and applying the augmentation experience as they see fit. Augmented Reality requires interactivity. The AR renderings do not give the answers passively but requires students to consider their experience and apply that knowledge accordingly. AR applies to a core principle in the discovery learning model in which students can learn through failure. “Learning doesn’t only occur when we find the right answers but also through failure. Discovery learning does not focus on finding the right end result but the new things we discover in the process – and it’s the instructors responsibility to provide feedback since without it learning is incomplete” (Pappas, C., (2014), par.3). Use of Augmented Reality allows instructors to assess students’ critical thinking capabilities through observation of a students’ actions based on their experience with the AR (e.g. if the student witnessed a serious condition in the rendering and if they then took the proper steps to address the condition). Any gaps in the students’ assessment can be corrected through proper feedback from the instructor who bears witness to these mistakes. As such, instructors will be able to control augmented case scenarios and evaluate a formal assessment submittedby the student at the completion of their AR assignment. Instructors can evaluate this assessment and give feedback to aid in the students’ learning development. 

Research and Design of Augmented Reality Neurocheck Prototype
	The prototype development for AR Neuro Simulator has two unique requirements. The prototype should be evaluated not just for functionality, interactivity and desirability but also evaluate its ability to support learning in the clinical simulation lab. As a tool of learning development, the ADDIE Model of Instructional Design supports not just the technical development of the prototype but also the learning needs.  Equal emphasis will also be given to the AGILE model, a common model followed for technology development. AGILE models the circular process of rapid prototyping and evaluating each stage of design within the apps development. The two models are similar in structure and theory. The AGILE method constructs the process of development by completing development in multiple stages and evaluating each stage before moving on to the next through a process of testing (such as prototyping) and evaluation (Gonçalves, L., (2019)). The ADDIE model stands for “Analysis, Design, Development, Implementation, and Evaluation” (Culatta, R., (2019)). The initial analysis of this project will incorporate informal observations of the environment by visiting the classroom environment and observing students performing tasks within this space. Working with key staff members of the nursing department (i.e. the Department chair and instructors) will help define student capabilities and instructional demands that the AR application should help fill. This also incorporates the AR Five Pillars of Design, in which the first step is to understand the environment and users in order to develop an AR model that fits the environment and its users. Understanding these foundational elements is a necessary step in the ADDIE model and AR design pillars to incorporate into the Prototype design. The digital prototype design incorporates the next step in the ADDIE model – Design. The prototype will incorporate the interactivity, content, visual and technical components of a final AR product concept and can be developed rapidly. This stage also follows the model of AGILE development and will be considered as the first stage in the AGILE process. Prototypes help to explain and elaborate on functionality and technical components of a product. Benefits of prototyping are the allowance to make adjustments based on testing easily without having to scrap significant development time and money. The next step in the ADDIE model is Development. This stage allows for testing, debugging and adjustments before implementation. In this phase, the prototype will be tested using a method of participatory design research. Participatory design research is a method of user design research that brings all stakeholders (in this case nursing instructors and students) into the design process. This allows for developers and designers to better understand and meet the needs of multiple users. This participatory design research will include a demonstration of the digital prototype from the design phase to both instructors and students and open a dialogue to better understand how they feel about the concept and receive feedback for further design and development. This participatory design research will also include two survey questionnaires to serve as the evaluation phase of the ADDIE process and help capture opinions and document feedback from both participating students and instructors who participated in the prototype demonstration. Feedback from these evaluations can be considered for design iterations to move onto the next stages in AGILE until the product is ready to launch. 



Benefits of Project
	A Augmented Reality application that is customized to a learning environment is a process that is cyclical and time consuming. Development of an AR application of this magnitude extends beyond the available time for a MALET final project to produce a completed application ready for implementation. However, these initial phases of design and research are imperative steps in the ADDIE and AGILE process for development of the final product and creating a learning strategy using AR. This research and design phase will capture the needs and wants of nursing instructors. Through prototyping and evaluations, important insight will be gained of how an Augmented Reality application of this nature supports the clinical simulation lab environment in a nursing college. There are several components of this project that will present foundational knowledge of not just AR Neuro Simulator but the understanding of the capabilities and opinions of AR in medical simulation environments for further discussions and considerations by the educational community at large. Augmented Reality allows for enhancements, customization and exploration of our physical world by augmenting a computer interface over the physical environment using a device with a viewer (such as tablet, mobile device or AR headset). Augmented Reality provides expansive opportunities in educational environments. This project has gained the support of the faculty and administration at SUNY Ulster where this participatory design study and prototype development will be taking place. In order to follow ethical guidelines in survey participation and conduct, an IRB was submitted and approved by SUNY Empire. A letter documenting approval granted has been submitted to SUNY Ulster and has been approved to work with students and instructors on campus.  


Goals and Objectives 
	The goal of this project is to develop a working prototype that can be used as the blueprint for a fully developed and published AR Neuro Simulator application. This stage of development will include the initial analysis of the learning environment, development of a working prototype and conducting a demonstration and survey as part of a participatory design study. This project will follow the ADDIE model of Instructional Design and AGILE process of development, and focus on the analysis, design, testing, and evaluation components needed for final development and implementation at a future time. Following the SAMR framework, a plan of design will be developed in collaboration with the instructors at SUNY Ulster. The following objectives are an imperative part of the process of development for the prototype design and participatory design study: 
· Understand the environment and needs of the instructors and students through an initial analysis by observing the HPS manikins, environment, and Neurocheck curriculum to better understand and address how Augmented Reality can bridge gaps of learning.

· Develop a prototype that follows both technical standards of practice and incorporates discovery and constructivism/socio-constructivism learning theories that aid in an inquiry-based discovery learning environment to help expand knowledge and build critical thinking skills. 

· Incorporate a concept for a formal assessment component within the prototype design that allows instructors to assess their students learning experience using the application and provide feedback to students based on the assessment results.

· Conduct a participatory design study that includes a demonstration of the Augmented Reality prototype and obtain feedback from multiple stakeholders (students and instructors) in the form of discussions and formal survey evaluations in order to collect data for future design iterations and product development. 


Evaluations
Evaluations are a critical part of the ADDIE process for Instructional Design and should be performed throughout each phase of the design and development process. Evaluations serve as important checks to ensure that product design and development are fitting the needs of the students, instructors, and curriculum requirements. The goals of evaluation for this project is to:

· Analyze the current learning environment and assess students and instructors needs to understand how an Augmented Reality app could be implemented into the clinical simulation environment as the first stage of the ADDIE process, including working with instructors to develop assessment tools in the application to assess student’s performance.

· Obtain feedback through demonstration of a digital prototype and through a participatory design study that includes survey questionnaires to gain insight from multiple stakeholders. An IRB has been improved by SUNY Empire to conduct surveys.

· Evaluate if Augmented Reality enhances the learning environment and learning experience to bridge gaps in learning and lend to a situated learning/discovery learning environment that incorporates attributes of a discovery learning/socio-constructivist theories through feedback obtained from surveys and observations.


· Reiterate designs and expand content and functionality for future application development and implementation based on initial feedback for the last phases of the ADDIE process.


Methods
· Initial Analysis of Environment and Assessment of Needs: IRB approval by SUNY Empire and permission has been granted by SUNY Ulster to observe the simulated clinical setting and observe the students interacting with the manikins to evaluate the environment, students’ movements within the space and evaluate the current methods of interaction with manikins during Neurocheck assessments. This analysis serves as an informative assessment of needs to incorporate into the prototype. 
· Content Development for Prototype: Informal discussions with instructors to determine what components instructors would need in the interface and functionality of the application and address questions such as what level of neurological symptoms should be interfaced into the prototype for further evaluation during the demonstration?
· Development of an In-App Formal Assessment Feature: Working with the nursing instructors at SUNY Ulster, I will develop a formal assessment component within the AR Neurocheck Application prototype to assess the students’ learning experiences using AR simulations of neurological symptoms and assess students’ abilities to recognize these symptoms. This formal assessment will be in the form of a nursing assessment report. 
· Participatory Design Study: Demonstrate the AR Neurocheck application prototype to students and instructors within the simulated clinical environment to assess and evaluate their opinions and capabilities to utilize AR technology in this capacity. Demonstration will include use of a tablet device within the environment that demonstrates the visual components, content, and user flow through the device. In addition, 3D animations played in the form of video files will serve as a demonstration of the augmented renderings that would be rendered in the AR viewer in the final developed product. At the conclusion of the demonstration, feedback from both students and instructors will be obtained through survey questionnaires. 

Survey Questionnaires Sample (Part of Participatory Study)
An approval from SUNY Empire State College’s IRB was approved to conduct the participatory design study at SUNY Ulster. SUNY Ulster has accepted this IRB approval from Empire and has granted permission to work with their students and instructors. Survey questionnaires will be given to participating students and instructors at the end of the prototype demonstration. These surveys have been designed to be qualitative with the blending of open-ended and close-ended questions. In beginning of each survey, there is an ethical statement that reinforces that participation is voluntary and in no way affects grades or employment. Answers from these surveys will be used as part of the cyclical process of design iteration in order to develop a product that fits the objectives established above. These surveys are anonymous. Students and Instructors names will not be published with findings, however their age range and location of study and employment (instructors) will be listed in the study as the study is pursuant only to SUNY Ulster at this time. Findings will also be incorporated into the final presentation and paper at the conclusion of this project for the MALET program qualifications for graduation. Surveys should take no more than approximately 15 minutes to complete at maximum. 


Sample of Nursing Students’ Survey

Nuerocheck Augmented Reality Prototype Design Survey 
Nursing Students 

Participation number: _____________  
What’s your age range? (Please circle one. If you do not want to give this information, please circle “choose not to disclose”) 
18 – 25             26 – 35           36 – 45         46 – 55         55+          Choose not to disclose

Statement of Ethics and Instructions: 
Thank you for your participation! Your participation in this survey is 100% voluntary and is not a requirement by your instructors or institution. This survey will not affect your grades. At any time, if you wish to not answer a question, please choose “choose not to disclose” as an answer.  Your personal information will not be disclosed. Information from this survey may reference your participation number and age range selection. Your participation number is not linked to your personal information and is only for organizational and presentation purposes. Your answers will be used for further development of the application you saw today. Results will also be used in showcases and presentations at SUNY Empire as part of the MALET (Masters in Learning and Emerging Technologies) program’s final project. 

Question 1: 
Before today’s demonstration, how familiar were you with Augmented Reality (AR)?
1. No experience, hadn’t heard of it before today.
2. Very little (may have seen in news, etc.)
3. Moderate (ex. familiar with AR, may have used an app that had AR (i.e. Pokémon Go!).)
4. Proficient (ex. have used AR several times, have applications on phone that contain AR)
5. Choose not to answer
Please explain why you feel this way:

Question 2: 
In general, how do you feel about using tablets (such as an iPad) during a simulation or while practicing with the manikins (Sim-Man)?

1. Dislike having to use tablets 
2. Sometimes like using them (in certain conditions, reasons)
3. Don’t have any feelings either way
4. Find them helpful (ex. Engaging, benefits learning greatly)
5. Choose not to answer
Please explain why you feel this way:

Question 3: 
Based on today’s demonstration, do you feel that this AR application could benefit you (for example assisting you with learning or remembering, or exposure to patient symptoms that you haven’t had before) during your neuro-check assessment unit with the manikins? 

1. Yes this AR application would be benefit me significantly
2. Maybe, unsure at this time
3. No, this AR application would not be beneficial to me
4. Choose not to answer

Please explain why you feel this way:

Question 4: 
In general, do you feel that a technology such as AR could help “fill the gaps” between the manikin’s capabilities and what you might experience with a real patient (such as in clinical)?

1. Yes
2. Maybe, unsure at this time
3. No
4. Choose not to answer
Please explain why you feel this way:

Question 5: 
Based on your opinion of the demonstration today, do you have any feedback you would like to tell the designer about the application? Any components (functionality, curriculum) you’d like to see in the app?

Sample of Nursing Instructors’ Survey

Nuerocheck Augmented Reality Prototype Design Survey 
Nursing Instructors 

Participation number: _____________  
What’s your age range? 
(Please circle one, if you do not want to give this information, please circle “choose not to disclose”) 
18 – 25             26 – 35           36 – 45         46 – 55         55+          Choose not to disclose
Statement of Ethics and Instructions: 
Thank you for your participation! Your participation in this survey is 100% voluntary and is not a requirement by your institution. This survey will not affect your employment. At any time, if you wish to not to answer a question, please choose “choose not to disclose” as an answer.  Your personal information will not be disclosed. Information from this survey may reference your participation number and age selection. Your participation number is not linked to your personal information and is only for organizational and presentation purposes. Your answers will be used for further development of the application you saw today. Results will also be used in showcases and presentations at SUNY Empire as part of the MALET program’s final project. 

Question 1: 
Before today’s demonstration, how familiar were you with Augmented Reality (AR)?
1. No experience, hadn’t heard of it before today.
2. Very little (may have seen in news, etc.)
3. Moderate (ex. familiar with AR, may have used an app that had AR (i.e. Pokémon Go!).)
4. Proficient (ex. have used AR several times, have applications on phone that contain AR)
5. Choose not to answer
Please explain why you feel this way:

Question 2: 
In general, how do you feel about using tablets (such as an iPad) during a simulation or while practicing with the manikins (Sim-Man)?

1. Dislike having to use tablets 
2. Sometimes like using them (in certain conditions, reasons)
3. Don’t have any feelings either way
4. Find them helpful (ex. Engaging, benefits learning greatly)
5. Choose not to answer
Please explain why you feel this way:

Question 3: 
Based on today’s demonstration, do you feel that this AR application could benefit your students and enhance your learning goals and objectives?

1. Yes this AR application would be benefit me significantly
2. No, this AR application would not be beneficial to me
3. Maybe, unsure at this time
4. Choose not to answer
Please explain why you feel this way:

Question 4: 
In general, do you feel that a technology such as AR could help “fill the gaps” between the manikin’s capabilities and what your students might experience with a real patient (such as in clinical)?

1. Yes
2. Maybe, unsure at this time
3. No
4. Choose not to answer
Please explain why you feel this way:

Question 5: 
If you could choose one component of the Neuro check assessment to augment using the Neuro-check application, which one would you choose?
1. Pupil dilation
2. Stroke symptoms, face paralysis (drooping, etc.)
3. Limb movements (loss of motor function)
4. Other (please explain below)
5. Choose not to answer

Please explain why you feel this way:
Question 6: 
Based on your opinion of the demonstration today, do you have any feedback you would like to tell the designer about the application? Any components (functionality, curriculum) you’d like to see in the app?





Project Timetable 
	OBJECTIVE
	TIMELINE
	POINT OF CONTACT/LOCATION

	
Reach out to nursing department and Dean to explain timeline, project scope and survey/demonstration to receive feedback on scheduling and stipulations.
	
December 2018

	
SUNY Ulster Nursing Chair and Dean

	Development of concept map to explain project scope, bring to SUNY Ulster to review with instructors to explain project and receive feedback for needs assessment (part of analysis process.) 
	
January 14 – February 1st
	
Self

	Visit to SUNY Ulster’s simulation/manikin environment, view environment and evaluate students during neurocheck assessment. Discussion with instructors to understand curriculum needs/wants in AR application using materials developed above
	
1 week in February 

	
SUNY Ulster

	
Begin recruiting student participants, secure scheduled date for demonstration and survey
	
March 15 – March 25
	
SUNY Ulster

	
Prototype design development 
	
February 1 – March 15
	
Self

	
Demonstration of AR Prototype to student and instructor participants, students and instructors answer survey questions
	
Week of March 25
	
SUNY Ulster

	
Analyze Survey data from demonstration, final iterations of prototype based on feedback; synthesis findings and write the final project paper itself
	
April 1 - 14
	
Self

	
Final presentation, findings, showcase
	
April 16


	
Self, SUNY EMPIRE

	Project defense with Dr. Eileen O’Connor and Dr. Nicola Allain
	TBD
	SUNY EMPIRE



Summary
In summary, this project will explore the initial phases of design and development for an Augmented Reality application that will aid nursing students and instructors at SUNY Ulster with Neuro-check assessments. Initial design and development steps are necessary when following an ADDIE project development method. Working with instructors at SUNY Ulster, I will develop realistic AR Neurological Symptom renderings and a prototype of a mobile application that can aid in the Neurocheck assessment curriculum and assess students’ capabilities to learn and address neurological issues in their simulated patients. Development and design of these components while in the prototyping phase, allows for the necessary testing and feedback from nursing instructors to develop a well-crafted learning aid before bringing the application to final stages of mobile programming and launch in App stores.  
This prototype will be demonstrated to instructors and nursing students to present how a live application would function. The prototype application consists of a “student path” and an “instructor path”. These two paths have different experiences based on the needs of each group. At the end of the demonstration, a short survey will be given to participants of the demonstration in order to obtain their feedback on the application and their opinions of AR use in this context. The survey data and data collected during the debrief period of the demonstration, will allow for more complex iterations to be done to the prototype, in order to bring the AR app into final stages of design followed by development at a later time. This project will help to understand the needs of both instructors and students and how an emerging technology like AR can be used for their benefit in neurological simulations in the clinical simulation environment. Prototyping and user assessments are a fundamental first step in development of customized applications and learning design. Augmented Reality is a growing technology in the medical field and this project will add to the understanding of how to immerse AR technology into the training of future health professionals.
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